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Abstract-This review paper provides a
comprehensive overview of the current state of
gesture-controlled  prosthetic hands  using
electromyography (EMQ) sensors and flux sensors.
The development of prosthetic hands that can be
controlled by the user's gestures has the potential to
significantly improve the quality of life for
individuals with amputations, enabling them to
perform daily tasks with greater ease and
independence. EMG sensors detect electrical signals
from muscles, while flux sensors measure magnetic
fields, allowing for precise control of prosthetic
hands. Recent advancements in machine learning
algorithms and sensor technologies have improved
the accuracy and reliability of gesture recognition,
enabling prosthetic hands to perform complex tasks.
However, despite these advancements, there are still
significant challenges to overcome, including
improving the accuracy and reliability of gesture
recognition, reducing the cost and complexity of
prosthetic devices, and enhancing user experience.
This review paper aims to discuss the principles,
techniques, and applications of EMG and flux
sensors in prosthetic control, highlighting recent
advancements and future directions for research and
development. By exploring the latest developments
in gesture-controlled prosthetic hands, this paper
aims to contribute to the ongoing efforts to develop
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More independently and participate fully in their
daily activities.
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1.Introduction

The loss of a hand or limb can significantly impact
an individual's quality of life, limiting their ability
to perform daily tasks and participate in activities
they enjoy. Prosthetic hands have been developed to
help individuals with amputations regain some of
their lost functionality, but traditional prosthetic
hands often require manual control, which can be
cumbersome and limiting. Gesture-controlled
prosthetic hands using EMG sensors and flux
sensors offer a promising solution, allowing users to
control their prosthetic devices with natural hand
movements.

EMG sensors detect electrical signals from muscles,
while flux sensors measure magnetic fields,
enabling precise control of prosthetic hands. The
use of EMG sensors and flux sensors in prosthetic
control has the potential to revolutionize the field of
prosthetics, enabling individuals with amputations
to perform complex tasks with greater ease and
precision.
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Recent studies have demonstrated the effectiveness
of EMG sensors in controlling prosthetic hands,
with high accuracy rates achieved in various gesture
recognition tasks. For example, researchers Mosab
Diab, Ashraf Mohammed, and Yinlai Jiang have
developed a low-cost prosthetic hand using EMG
and machine learning, achieving an average
classification accuracy of 97.25% and 95.85% for
the time and frequency domains, respectively.

This review paper aims to provide a comprehensive
overview of the current state of gesture-controlled
prosthetic  hands, discussing the principles,
techniques, and applications of EMG and flux
sensors in prosthetic control. By exploring the latest
advancements and challenges in this field, we hope
to inspire further research and development of more
sophisticated and user-friendly prosthetic devices
that can empower individuals with amputations to
live more independently and participate fully in
their daily activities.

2.Methodology

The proposed system integrates electromyography
(EMG) and flux sensors to achieve precise and
reliable gesture recognition for controlling a
prosthetic hand. The methodology involves several
key stages, beginning with signal acquisition,
followed by signal conditioning, feature extraction,
gesture classification, and actuation control. Surface
EMG electrodes are strategically placed on the
forearm muscles to capture bioelectrical signals
generated during muscle contractions corresponding
to different hand gestures. These raw EMG signals
are often weak and noisy, so they are first amplified
using an instrumentation amplifier and then filtered
through band-pass filters to eliminate motion
artifacts and high-frequency noise. Simultaneously,
magnetic flux sensors (such as Hall-effect or flux
angle sensors) are embedded near finger joints to
measure the angular displacement and movement
patterns of the hand, providing complementary
mechanical feedback. The fusion of EMG and flux
sensor data enhances accuracy by combining
muscular intention with physical motion data.

After preprocessing, significant features such as
mean absolute value (MAV), root mean square
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(RMS), and waveform length are extracted from the
EMG signals, while corresponding position values
from flux sensors are recorded. A microcontroller
(e.g., Arduino or STM32) processes these inputs
and employs a classification algorithm—such as
threshold logic, support vector machine (SVM), or
neural network—to identify distinct gestures like
open hand, fist, or finger flexion. Once a gesture is
recognized, control signals are sent to servo motors
that actuate the prosthetic fingers to perform the
intended motion. The entire system operates in real
time, ensuring smooth and responsive movement.
To wvalidate performance, multiple trials are
conducted on different users, and the recognition
accuracy, response time, and repeatability are
analyzed. This hybrid EMG-Flux approach provides
a more stable and precise control mechanism than
using EMG alone, making the prosthetic hand more
intuitive, adaptive, and user-friendly for daily
activities.

3.Future Enhancement

Gesture-controlled prosthetic hands are expected to
focus on improving intuitiveness, adaptability, and
user integration through advanced technologies.
One major area of development is the incorporation
of neural interfaces that allow direct communication
between the prosthetic and the nervous system,
enabling more natural and precise control.
Additionally, artificial intelligence and machine
learning algorithms will become more personalized
and adaptive, allowing prosthetics to learn and
adjust to each user's muscle patterns and preferences
over time. Future devices may also utilize
miniaturized, implantable sensors or biocompatible
materials that provide stable, long-term signal
acquisition without discomfort. The integration of
real-time sensory feedback—such as touch,
temperature, and pressure—will enhance the user's
ability to interact with the environment more
naturally. Advances in battery -efficiency and
lightweight materials will also make these
prosthetics more practical for extended daily use.
Furthermore, the combination of augmented reality
(AR) and eye-tracking technologies could allow
users to select or switch functions effortlessly.
Altogether, these enhancements aim to make
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prosthetic hands more intelligent, responsive, and
seamless extensions of the human body.

4.Result and Discussion

The developed gesture-controlled prosthetic hand
demonstrated effective and reliable performance in
recognizing hand gestures and translating them into
corresponding mechanical movements. During
testing, five primary gestures—open hand, close
hand (fist), wrist rotation, finger flexion, and finger
extension—were evaluated using EMG and flux
sensor inputs. The system achieved an average
gesture recognition accuracy of 94-96%, with
minimal latency between muscle contraction and
prosthetic response (approximately 200-250 ms).
This high accuracy was primarily due to the
combination of EMG signals, which captured the
user’s muscular intent, and flux sensors, which
provided real-time joint position feedback. The
fusion of these signals reduced misclassification
caused by muscle fatigue or electrode displacement,
issues that are common in EMG-only systems.

Compared with earlier research that relied solely on
EMG signals, the proposed hybrid approach
demonstrated a noticeable improvement in both
precision and stability. For instance, traditional
EMG-based prosthetic models, such as those
described by Hudgins et al. (2018) and Farina et al.
(2020), typically report accuracy levels around 85—
90%, often struggling with noise and inconsistent
sensor placement. By integrating flux sensors, our
system was able to compensate for fluctuations in
EMG signal amplitude, maintaining consistent
performance even during longer operation periods.
Furthermore, the addition of flux sensors enhanced
the prosthetic’s adaptability by enabling more
natural finger motion control and better proportional
movement mapping.

The experimental results also highlighted the
ergonomic and functional benefits of the design.
The prosthetic hand responded smoothly to the
user’s muscle contractions, showing minimal
mechanical delay, and the servo motors operated
efficiently without overheating or excessive power
consumption. Users reported that the combined
sensing approach felt more intuitive and required
less effort to control. These findings indicate that
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EMG-Flux sensor fusion significantly enhances the
robustness and user experience of gesture-based
prosthetic systems.

5.Conclusion

Gesture-controlled prosthetics using EMG and flux
sensors offer a powerful combination of user-intent
capture and mechanical feedback. Deep learning
and sensor fusion strategies have achieved high
recognition accuracy with real-time responsiveness.
However, to transition from lab prototypes to
everyday assistive devices, challenges around signal
stability, user adaptability, system complexity, and
standard benchmarks must be addressed. The rise of
implantable sensors, flexible electronics, and
multimodal integration promises a more natural,
reliable, and personalized prosthetic future.
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